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新华社华盛顿1月12日电 美国国

务院12日要求美国公民立即离开伊朗。

美国国务院当天发布“安全警告”，

要求美国公民“在确保安全的前提下，

考虑通过陆路经亚美尼亚或土耳其离

开伊朗”。

该“安全警告”称，由于伊朗国内抗

议活动“升级”，建议美国公民“制定不

依赖美国政府帮助的离境计划”，并表

示在伊美国公民如果无法离开，应在住

所或其他安全建筑内寻找安全地点，储

备食物、水、药品及其他必需品。

另据法国媒体12日报道，法国驻伊

朗使馆的非必要人员已撤离，使馆仍在

运转。

法新社援引两名消息人士的话报

道，法国使馆的非必要人员已于11日和

12日撤离。

法国外交部说，法国驻伊朗使馆

保持运转，大使及其团队没有撤离，

继续为仍在伊朗的法国公民提供必

要服务。

美国哥伦比亚广播公司12日报道

说，美国总统特朗普已听取关于应对

伊朗局势的军事和隐蔽作战选项的简

报，这些选项“种类广泛”且“远超传统

空袭”。

报道援引两名匿名美国国防部官

员的话说，战机空袭和远程导弹打击仍

然是潜在军事行动的核心手段。与此

同时，针对伊朗的指挥架构、通信系统

和国家媒体，国防部还准备了网络战和

心理战方案。网络战和心理战可以与

传统的军事行动同时进行，也可以独立

实施。

报道说，上述官员并未具体说明在

获得特朗普授权后将把哪些伊朗数字

基础设施列为目标，以及针对伊朗国家

媒体的心理战将如何进行。

报道同时援引其他消息人士的话

说，总统国家安全团队13日将在白宫举

行会议，讨论“更新版本的”针对伊朗局势

的方案，不过尚不清楚特朗普是否出席。

此外，特朗普12日下午在社交媒体

发文称，任何与伊朗有商业往来的国家

在与美国进行任何商业往来时将被加

征25%的关税。

特朗普称，这是“最终”决定并“立

即生效”。

特朗普没有在社交媒体上就此作

具体说明。截至记者发稿时，白宫尚未

就此发布正式文件。

由于美国对伊朗长期实施严厉制

裁，双方没有商业往来和正式外交关

系，美国无法通过关税手段直接对伊朗

进行有效施压。 据新华社

美国媒体：

特朗普政府对伊朗行动选项
种类广泛且“远超传统空袭”

韩国负责调查紧急戒严事件的特

检组13日晚以涉嫌内乱罪要求法院判

处前总统尹锡悦死刑。同案被告、前国

防部长官金龙显被要求判处无期徒刑。

尹锡悦等8人涉嫌内乱罪一案结案

庭审13日在首尔中央地方法院417号

法庭重新开庭。尹锡悦方面的证据审

查程序持续11个小时，随后检方发表意

见陈述并提出量刑建议。

该案结案庭审程序原计划本月9日

完成，但当天由于首先进行证据审查程

序的金龙显方辩护律师在庭审中采取

“拖延战术”，导致尹锡悦方证据审查及

外界最为关注的检方提出量刑建议等

程序未能完成。随后，法庭宣布结案庭

审于13日继续进行。

首尔中央地方法院417号法庭曾审

理过全斗焕、卢泰愚、李明博和朴槿惠

等4名韩国前总统相关案件，而尹锡悦

是继全斗焕、卢泰愚之后，近30年来首

位因内乱罪相关嫌疑坐上该法庭审判

席的前总统。据悉，该案一审将于2月

底前宣判。

新华社记者 黄莹莹 孙一然

“格罗克”由马斯克旗下人工智

能企业xAI公司开发，并内置于马斯

克旗下社交媒体平台X。近期，X平

台一些用户利用“格罗克”的图片编

辑功能生成真实人物的虚假性暴露

内容，并在平台上散播，受害者包括

成年女性和未成年人。“格罗克”涉嫌

生成色情内容的问题已受到英国、法

国、印度、巴西、澳大利亚等国和欧盟

方面的强烈谴责，一些国家的监管机

构已介入调查。

多名法国政府部长和国民议会

议员本月2日向法国司法部门报案。

巴黎检方随后表示，将对“格罗克”涉

嫌生成色情内容启动调查。

印度信息技术部2日要求X平台

删除色情内容、打击违规用户，并在

72小时内提交“整改报告”，否则将面

临法律制裁。

欧盟委员会负责数字经济事务

的发言人托马斯·雷尼耶5日说，正严

肃调查针对“格罗克”的相关投诉，欧

盟委员会要求X平台提供更多信息。

印度尼西亚和马来西亚的监管

机构分别于10日和11日宣布对本国

用户访问“格罗克”进行临时限制。

英国通信管理局12日表示，已根

据英国《在线安全法》对X平台展开

正式调查，以判定该平台是否履行了

保护英国民众免受非法内容侵害的

职责，不排除“在最严重情况下”屏蔽

X平台的可能。

美国国务院要求
美公民立即离开伊朗

韩国检方要求判处尹锡悦死刑

1月6日，在伊朗首都德黑兰街头，
车辆经过一幅绘有伊遇袭身亡的高级将
领卡西姆·苏莱曼尼形象的宣传海报。

新华社发

聊天机器人“格罗克”
为何在多国被查

近来，美国企业家埃隆·马斯克旗下人工智能聊天机器人“格罗克”被指

生成色情内容，引发广泛谴责。这一事件去年年末以来持续发酵，多国政府

已启动相关调查。随着大模型迅猛发展，利用人工智能生成深度伪造内容

并在网上传播的案例时有发生，凸显了人工智能技术的伦理风险。

此次事件并非偶然。近年来，随

着大模型呈快速发展态势，利用人工

智能技术换脸换声、生成深度伪造内

容并在网上传播的案例时有发生。尽

管人工智能伦理风险日益凸显，人工

智能监管法规在许多国家仍不完善。

清华大学人工智能国际治理研

究院副院长梁正接受新华社记者采

访时说，人工智能深度伪造治理涉及

模型算法安全性评估、对利用人工智

能工具生成有害内容行为的管理、对

人工智能生成内容进行标识等多方

面，很难依靠出台一部法律进行全面

治理，而是需要建立“全链条式”治理

体系。在这类事件中，内容生成和分

发平台对内容检测甄别负有主体责

任。与此同时，还应通过教育等方式

提升公众的人工智能伦理素养，确保

相关工具使用得当。

许多国家正积极推动相关法规

建设。波兰众议院议长沃齐米日·恰

扎斯蒂6日表示，希望借此次“格罗

克”事件推动国家数字安全立法，相

关法规旨在加强未成年人保护，并使

执法部门更易于删除有害内容。

英国科学、创新和技术大臣莉

兹·肯德尔12日宣布，英国《数据法

案》相关条款将于本周生效，未经同

意制作或寻求制作私密图像将被认

定为刑事犯罪，在X平台上发布此类

内容将构成刑事犯罪。

马来西亚通信部副部长张念群

近日表示，全球正围绕人工智能展开

激烈竞争，但若一味追求速度与利

润，而忽视伦理规范与社会责任，其

后果将不堪设想。“格罗克”在短时间

内大量生成不雅影像，且速度远超传

统影像处理方式，凸显出人工智能在

缺乏伦理约束情况下被滥用的现实

风险。 新华社记者 张莹

“格罗克”的图像生成问题实际

上从Grok Imagine 发布后就浮出

水面。2025年8月推出的人工智能

图像生成器Grok Imagine是“格罗

克”的功能模块，允许用户通过输入

文本提示来创建图片和视频。它包

含一个所谓“热辣模式”，可生成成人

内容。

美联社报道说，这一问题之所以

愈加严重，一方面因为马斯克标榜旗

下聊天机器人是比设置更多安全措

施的竞争对手产品“更前卫”的选择；

另一方面，“格罗克”生成图像公开可

见，很容易散播。

人工智能取证组织近日发布报

告显示，研究人员收集和分析了“格

罗克”在2025年 12月 25日至2026

年1月1日期间以深度伪造方式生成

的2万张图像。结果发现，所有包含

人物的生成图像中，有55%的图像中

有人物穿着暴露，这些着装暴露的人

有81%是女性；有2%的生成图像为

年龄不足18岁的人物，其中一些图像

包含衣着暴露的年轻女性（或女孩）

形象。

据多家媒体报道，面对多方压

力，截至上周末，“格罗克”在X平台

上的图像生成和编辑功能已被更改

为仅向平台付费用户开放，但在“格

罗克”应用程序和官网上仍可免费使

用该功能。英国政府对此表示，这一

整改措施只是“将允许创建非法图像

的人工智能功能变成一项高级服

务”，对受害者来说是“侮辱性的”。

图像生成有何问题

治理深度伪造难在哪


